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ABSTRACT
Video-on-demand over IP (VOD) is one of the best-known exam-
ples of “next-generation” Internet applications cited as a goal by
networking and multimedia researchers. Without empirical data,
researchers have generally relied on simulated models to drive their
design and developmental efforts. In this paper, we present one of
the first measurement studies of a large VOD system, using data
covering 219 days and more than 150,000 users in a VOD system
deployed by China Telecom. Our study focuses on user behav-
ior, content access patterns, and their implications on the design of
multimedia streaming systems. Our results also show that when
used to model the user-arrival rate, the traditional Poisson model
is conservative and overestimates the probability of large arrival
groups. We introduce a modified Poisson distribution that more
accurately models our observations. We also observe a surpris-
ing result, that video session lengths has a weak inverse correlation
with the video’s popularity. Finally, we gain better understanding
of the sources of video popularity through analysis of a number of
internal and external factors.

Categories and Subject Descriptors
C.2.4 [Distributed Systems]: Distributed Applications

General Terms
Measurement, Performance, Human Factors

Keywords
Video-on-demand, User behavior, modeling, Poisson distribution

1. INTRODUCTION
Streaming Video-on-Demand (VOD) over the Internet is the next

major step in the evolution of media content delivery. For sev-
eral years, cable and satellite providers (Comcast, Dish Networks),
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video rental companies (Netflix) and other media companies (TiVo)
have been developing online streaming video systems for an in-
creasingly demanding and growing consumer population [24]. By
leveraging the increasing availability of broadband access, VOD
systems offer users the ability to browse, select, view, and scan
through media content from a large content repository on an on-
demand basis, all from the comfort of their homes. With recent
studies [16, 4, 19] that show a significant shift in Internet traffic
from the web to multimedia content, it is clear that both the neces-
sary capacity and demand for streaming multimedia have arrived.
While current VOD systems remain in the prototype or design

stages, a key challenge companies face is how to design an architec-
ture that scales smoothly to a large number of customers, all while
maintaining low access latency, high video quality and reasonable
operational costs. Designers use simulations based on common as-
sumptions to evaluate and drive their architectures. Unfortunately,
the lack of deployed VOD systems meant few of these assumptions
have been validated on real measurement data.
In this paper, we present one of the first measurement studies of

a large deployed VOD system. Our data set comes from detailed
logs of a video-on-demand system deployed by China Telecom,
covering a total of 1.5 million unique users for a period of seven
months in 2004. Our analysis seeks to validate and adapt existing
assumptions about streaming media, focusing on user behavior and
content access patterns. More specifically, we examine the accu-
racy of existing models for user arrival rates and request patterns.
By comparing and contrasting our analysis with existing models,
we rectified some of the common misunderstandings about VOD
users and their access patterns. In addition, we derived more ac-
curate models of user behavior and access patterns based on our
analysis, which will not only increase the accuracy of existing sim-
ulations, but also serve as building blocks in more sophisticated
experiments.
Initial analysis revealed several key facts. First, user distributions

follow clear patterns with respect to time and arrival rates match a
modified form of the Poisson distribution. Second, the average ses-
sion is quite short, due to users sampling movies by “scanning”
through them, much like the “intro-sampling” mode supported by
portable CD-players. In addition, session lengths are influenced
by file popularity. But surprisingly, the correlation is an inverse
one, where less popular videos actually see longer session times.
Third, our system does not follow the “fetch-at-most-once” model,
and our file popularity matches the Zipf’s distribution much better
than prior work suggested. Finally, we find the change of file pop-
ularity over time is greatly influenced by external factors such as
highly visible “recommended videos” and “most popular videos”
lists, suggesting that system designers can use them as predictable
guidance metrics for near-future user access requests.
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Table 1: Components in the Powerinfo VOD system
Role # of Servers Functionality

Application 1 Task scheduling,
server load balancing

Management 1 System monitoring,
server management, accounting

Media server ! 1 Media streaming

The rest of this paper is organized as follows. We begin by first
describing the China Telecom video-on-demand system and our
source data in Section 2. Then in Section 3, we present our de-
tailed analysis on user behavior characteristics and content access
patterns. Next, we compare our approach study to related work
in Section 6. Finally, we summarize our results and conclude in
Section 7.

2. THE POWERINFO VOD SYSTEM
Measurement data used in our study come from logs collected

during daily operation of the PowerInfo Video-on-demand system.
Currently deployed VOD systems are mainly operated as a free
value-added services by telecommunication companies in China.
Paying customers can access the large video libraries free of charge
on an unlimited basis. Many of these are Internet Service Providers
with large bandwidth resources, whose primary goal is to attract
new users. PowerInfo is one of the leading video streaming soft-
ware providers in China. Its system provides service to over 20
cities in China, most of which are generally managed by regional
branches of China Telecom. To date, the PowerInfo system user
base exceeds 1.5 million, the large majority of whom are connected
using broadband (512 kb/s) to the home.
The PowerInfo Video-on-Demanding system uses a distributed

architecture for media streaming. Customers are divided into re-
gional networks, each served by one or more server clusters known
as Units. Nodes in each VOD Unit cluster serve one of three dif-
ferent roles: application servers, management servers and media
servers. In each unit, one application server caches video metadata,
performs authentication, and interacts directly with users to sched-
ule streaming requests. Tasks route to one or more media servers,
which stream video directly to the user. Application servers load
balance tasks appropriately across media servers. Finally, a man-
agement server monitors all servers in the VOD Unit, and perform
accounting functions based on user requests. Statistics gathered on
user requests are used to determine the optimal number and place-
ment of replicates for each individual video file. We list these com-
ponents and their responsibilities in Table 1.
For the analysis presented in this paper, we used a complete seg-

ment of the PowerInfo system log ranging from May 16th to De-
cember 20th of 2004. The system log includes both an extensive
record of user accesses and a full metadata listing of available video
files. For each streaming session, the user log includes the user’s
IP address, ID number of video requested, timestamps for the start
and end of the session, and the media and application servers used.
A sample of the user log is shown in Table 2.
We focus our analysis to logs from a single representative city

with a total user base of 150,000 users served by 3 VOD Units. We
list the hardware configuration of this regional system in Table 3.
Note that like many other regions, all servers in these Units are
connected to the main bone of China Telecom through a gigabyte
network.
We summarize the logged statistics for our representative city in

Table 4. During the logged period of 219 days, users in our repre-

Figure 1: Architecture of the PowerInfo VOD system

Table 2: Log Samples
Prog # Starttime (s) Endtime (s) Traffic MS AS
2884 1097397599 1097400153 764192 22 1
16742 1097397600 1097397619 3980 21 1
2021 1097397600 1097400053 357888 22 1
... ... ... ... ... ...

sentative city issued more than 21 million video requests covering
a total of over 6700 unique video files. The total length of videos
streamed is more than 317,000 minutes, or roughly 5300 hours.
Figure 2 shows the daily user distribution during our tracking pe-
riod. In addition, the first week of May and October are both Chi-
nese national holidays, and we were able to isolate user behavior
changes during these two vacation weeks.
Finally, we briefly describe the types of videos available in the

PowerInfo system. The large majority of videos in the library are
recordings of older television shows and Chinese movies, encoded
via MPEG1, MPEG2 and MPEG4 codecs at relatively low reso-
lution. A typical file is an older movie, roughly 100 minutes in
length, and stored as a 300 MByte MPEG1 file. We note that while
PowerInfo is a commercially deployed VOD system, videos can be
accessed by members free of charge on an unlimited basis. Note
that this value-added service model is also being adopted by Com-
cast Cable as they begin their video-on-demand service deployment
in the US [11].

3. USER ACCESS PATTERNS
In this section, we discuss the basic characteristics of user be-

havior in our large scale VOD system. Understanding how users
access the system can help system designers optimize resources in
order to produce the best user experience at minimal cost. We be-
gin our analysis with user access patterns over time, then discuss
the modeling of the user arrival distribution, and conclude with a
study of user session length distributions.

3.1 User Accesses over time
We begin by trying to gain a basic understanding of user access

patterns in the system. The distribution of user accesses can be
characterized as a function of time. We examine its distribution
first across hours of the day, and then across days of the week.

3.1.1 Daily Access Patterns
Looking at how user accesses change during the course of a day,

we found that as expected, the user accesses follow a clear daily
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Table 3: Hardware configurations
UNIT Components Num Hardware configurations

1
Application server 1 HP DL360 G2 (2*PIII XEON 1.4G, 1G RAM)
Management server 1 HP DL580 (2*PIII XEON 700, 1G RAM)
Media server 4 HP DL580 (8*PIII XEON 1.4G, 2G RAM)14*73G SCSI HD

2
Application server 1 Co-located with one of the media servers
Management server 1 Co-located with one of the media servers
Media server 3 HP DL5807(8*PIII XEON 1.4G, 2G RAM) 10*73G SCSI HD

3
Application server 1 Co-located with one of the media servers
Management server 1 Co-located with one of the media servers
Media server 2 Compaq DL380 G3(4*XEON 3G, 1G RAM)10*36G SCSI HD

Figure 2: Number of daily user accesses across the entire log
period of 219 days.

Table 4: Statistics summary of logs
Sessions Length Files Avail. Files accessed
21,498,338 219 days 7036 6716

pattern. While our data shows a consistent pattern across most
days, we focus specifically on the days with the highest traffic vol-
ume. Therefore, we focused on seven days during the first week of
October 2004, when the PowerInfo system experienced its highest
number of user accesses due to the arrival of the week-long national
holiday.
Figure 3 shows a time-series plot of the total number of users.

As expected, within one single day the number of users drops grad-
ually during the early morning (12AM-7AM) and the afternoon
(2PM-5PM), while it climbs up to a peak when users are in noon
break (Noon-2PM) or after work (6PM-9PM). This pattern reflects
the expected behavior as users entertain themselves during breaks
and after work hours. Naturally, the second daily peak in the num-
ber of users usually arrives after the “prime time” (7PM-10PM) of
the commercial television industry.

3.1.2 Weekly Access Patterns
To get a broader view of the user distribution over time, we chose

data for a period of seven consecutive weeks from our records. We
plot the daily access count in Figure 4, with the division into weeks
shown as vertical lines marking each Sunday night at midnight. As
we can see, while the daily number of user requests can fluctuate
during the first three workdays of the week, the average number
of daily requests increases steadily in the second half of the week,
reaching its peak on Sunday. As expected, this shows a direct cor-

Figure 3: Hourly distributionof user accesses during the course
of a single week. (China’s week-long national holiday begins
annually on October 1st.)

relation with users’ work habits during the week, and more relaxed
time at home during the weekends.
We observe an interesting phenomenon just days before the start

of the national holiday on October 1, 2004. There is a substantial
increase in user requests starting on September 30th, the day be-
fore vacation starts. Clearly, worker productivity is impacted by
employees watching more videos at work in anticipation of the ar-
riving holiday week. While requests hit an all-time daily high on
the first day of vacation (10/1/2004), they quickly drop to below-
normal levels for the next two weeks. This is consistent with the
traditional annual boom in domestic travel that occurs every year
during and following the national holiday. While the average sub-
scriber is vacationing on the road, active requests on PowerInfo
drop significantly.

3.2 User Arrival Rates
User arrival distributions in multimedia systems are often mod-

eled using a Poisson distribution. Here, we study the validity of
that model applied to our usage data. First, we look at the general
user arrival rate. We measure user arrival by counting the number
of arrivals in 5 second buckets. Figure 5 shows the results of this
measurement across the entire log period. From this simple result,
we can draw two conclusions. First, the number of arrivals usually
ranges from 0 to 27 users per 5 seconds, or 0 to 5 users per second.
Second, this arrival rate does not match a Poisson distribution.
One of the main challenges in the design of a VOD system is

how to handle a large number of simultaneous users. Therefore,
we take a closer look at user arrival patterns under periods of heavy
load. We isolate the user arrival data from 6PM-9PM for each day
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Figure 4: A view of daily user requests covering a period of
seven weeks, including the week-long national holiday from
10/1 to 10/7.

Figure 5: User arrival distribution showing the number of ar-
rivals per 5 second intervals across the entire log period.

of our log period. As shown in Figure 3, this is the daily period
with the heaviest user traffic. When we try to match this arrival
distribution with one derived from the Poisson distribution, we get
Figure 6. It seems that while the heavy-load user arrival distribu-
tion looks similar to the Poisson distribution, the two do not match
well. From the analysis, we see that the Poisson distribution under-
estimates the possibility of small arrival cases and it over-estimates
the probability of large arrivals. So any VOD system or simula-
tion model based on a Poisson distribution will likely result in an
over-provisioned system.
To provide a more accurate model, we introduce a modified ver-

sion of the Poisson distribution by replacing the independence vari-
ant x with (N − x), where N is the maximum number of user ar-
rivals in our records. As Figure 7 shows, our tracking results match
the modified Poisson distribution very well. This modified version
of Poisson distribution can be defined as:

P (X) =
λ(N−X)e−λ

(N − X)!
, X = 0, 1, 2... (1)

Here, N is the maximum number of user arrivals in a target sys-
tem. In Figure 7, we used the values λ = 17 and N = 27. Clearly,
our modified Poisson distribution can be used as a reference model

Figure 6: Statistics of user arrival versus Poisson distribution
(with lambda=15)

Figure 7: Statistics of user arrival versus modified Poisson dis-
tribution

to study the user behavior of large scale streaming services in a
heavy workload.

3.3 Session Lengths
We now turn our attention to an analysis of the lengths of stream-

ing sessions measured on the PowerInfo VOD system. In partic-
ular, we wish to better understand why and how users terminate
a streaming session. We first present general results on session
lengths across all videos. Next, we examine session length statistics
for two representative video streams to explain user behavior arti-
facts. Finally, we explore the relationship between session length
and video popularity.
We first note that the videos in the VOD library span a wide range

of lengths, including everything from television shows that range
between 30 to 60 minutes to a large number of movies that range
from 90 to more than 120 minutes. To adjust for this large vari-
ance, we use as our metric the normalized session length (NSL),
the proportion of the video viewed before the session terminated
(SessionLength/V ideoLength). In addition, because we are
using session length data to help us better understand user behav-
ior, we focus on sessions proactively terminated by the user, and
remove from our dataset sessions that ran to completion. Specifi-
cally, we examine for Table 5 and Figure 8 sessions that lasted less
than 85% of their video lengths. This accounts for roughly 86.33%
of the entire dataset.
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Table 5: Statistics of session length
Session length 5 min 10 min 25 min 50 min
percentage 37.44% 52.55% 75.25% 94.23%

Figure 8: Distribution of session length

We summarize some session length statistics in Table 5, and
plot the cumulative distribution function (CDF) of session lengths
in Figure 8. As shown in both, the majority of partial sessions
(52.55%) are terminated by the user within the first 10 minutes. In
fact, 37% of these sessions do not last past the first five minutes.
Within 25 minutes, more than three-quarters of all sessions have
been terminated. Note that since this dataset covers nearly 90% of
the entire dataset, we expect similar results to hold across the full
dataset.
These results show an extremely “impatient” audience, who de-

spite the availability of program guides and movie information, of-
ten scan through the beginning of videos to quickly determine their
interest. This evidence suggests that prefix cache systems such as
[20] can significantly improve user response time by caching the
beginning of a large portion of videos in easily accessible mem-
ory or disk. Our results predict that caching the first 10 minutes of
videos will be sufficient to serve 50% of all user sessions. While
we can attribute some of this user impatience to the fact that users
do not pay per video, this evidence also suggests that even pay-
per-video VOD systems can significantly improve user satisfaction
if they can offer users the ability to scan through the beginning of
movies for free. This approach is currently offered by some Pay-
Per-View movie services such as DirecTV.
To shed additional light on this phenomenon, we next examine in

detail session lengths for two popular videos. We collect the lengths
of all sessions that streamed these two videos, and show the session
length distribution in Figure 9. Note that for clarity between the
lines, we used a “non-normalized” CDF. We note the presence of
two large spikes in sessions terminated within the first 10 minutes.
A large number of sessions end within the first minute. We can only
speculate that these users quickly determined they had ordered the
wrong video after seeing the initial title screen. This suggests that
VOD systems need to do a good job of providing information about
movies in order to reduce the frequency of these types of “fruitless”
sessions. Another major spike occurs around the five minute mark,
when a large number of sessions end. We can presume that these
users are “scanning” through videos, and having seen enough of

Figure 9: The session length distribution for two popular
movies. Movie A has a total length of 87 minutes, while movie
B has a total length of 58 minutes.

Figure 10: A comparison of session lengths to video popular-
ity. Average session lengths for videos are sorted by the video’s
popularity from least popular to most popular.

the movie, decided to move on to the next video. Finally, the rest
of the user sessions are spread out in length, except for two clusters
of user sessions that match the length of each video (58 minutes for
B and 87 minutes for A). Those account for users who watched
the entire length of the video. The small portion of sessions that go
over the video length are users who have extended the session by
rewinding and replaying certain segments of the video.
Finally, we explore the relationship between session length and

the popularity of a video. One might assume that the video with
the highest demand will have the best chance of holding on to its
audience for the duration of the video. Surprisingly, our data shows
the opposite result.
We first plot the average NSL of each video with videos sorted

in order from least to most popular. Here popularity is measured
by the total number of user accesses throughout the log period. As
seen in Figure 10, results are fairly scattered, showing a weak corre-
lation. However, we do see a general trend showing that more pop-
ular videos often have lower NSL values than less popular videos.
To more clearly detect any possible correlation between the two,

we partitioned all movies from Figure 10 into four quartiles ac-
cording to their popularity. We then plotted the CDF of all NSL
values of each quartile in Figure 11, where the line 0-25% indi-
cates the most popular quartile of movies and 75-100% denotes the
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Figure 11: A CDF comparison of session lengths to video pop-
ularity, with four lines representing the four quartiles of pop-
ularity. 0-25% represent the most popular quartile, and 75-
100% represent the least popular quartile.

least popular movies. We see that while weak, there is a distinct
inverse relationship between popularity and session lengths. Note
that the session lengths for videos of different popularity are simi-
lar at the beginning and end of videos. The main difference occurs
in the middle of videos, where less popular videos do a better job
of keeping the user’s attention.
This inverse correlation is an interesting result that may provide

insight into the way users watch videos. We hypothesize that the
highly popular videos suffer from loss of interest after repeat view-
ings. In other words, people watching the most popular videos are
likely to have seen them before, either in another medium (theater
or DVD) or in a prior VOD session. Therefore, they lose interest
more easily during the movie, resulting in shorter session times.

3.4 Implications
These results on file popularity and session times suggest a num-

ber of guidelines for optimizing performance in VOD systems. First,
as expected, the clear diurnal patterns in user access patterns mean
that maintenance and upgrade operations should be scheduled for
early morning hours (5-8AM) in order to minimize impact on users.
Note that we do not observe any effects of different timezones,
since all of China operates on a single timezone. For systems de-
ployed in the USA or Europe, we would expect a more even distri-
bution of accesses in the morning hours. Next, our observation of
short session times suggest that a high proportion (70%) of sessions
are terminated in the first 20 minutes. Therefore, system caches can
maximize their effectiveness by allocating the majority of their ca-
pacity to storing beginning segments of movies. Finally, our initial
results show shorter sessions for popular movies, suggesting that
beginning segments of popular movies should be prioritized over
latter segments in any caching scheme. Clearly, VOD systems need
to exploit time-varying user interest patterns by intelligently parti-
tioning videos into segments and taking their time index in replica
and cache management.

4. POPULARITY AND USER INTEREST
We now examine the issue of user interest and video popular-

ity. Having an accurate model of how user requests spread across
videos can help system designers choose system parameters such as
cache size and replication factors for popular items. In this section,
we look at how a static snapshot of video popularity compares to

Figure 12: CDF of videos accessed sorted by popularity. A total
of 6716 videos were requested at least once.

Figure 13: Fitting the video popularity distribution of videos
across the 219 day log period to a Zipf distribution using a log-
log graph.

the Pareto principle, explore the applicability of the Zipf distribu-
tion to VOD requests, and examine how video popularity changes
over time.

4.1 Pareto Principle
The Pareto Principle, or 80-20 rule, is the most popular rule used

to describe the skew of user interest distributions. To test the accu-
racy of the Pareto principle on our data, we analyze user logs for
the entire 219 days, and sort all objects who were accessed at least
once according to how often they were requested. The results are
plotted in Figure 12.
As we see from the figure, given the opportunity to choose from

a wide selection of videos, user requests are spread more widely
than predicted by the Pareto principle, with 10% of the most popu-
lar objects accounting for approximately 60% of all accesses while
23% of the objects account for 80% of the accesses. This is a more
moderate result than the frequently referred to 80/20 or 90/10 rule.
We believe that this moderate Pareto principle is relevant to VOD
systems with relatively large libraries. Consequently, VOD systems
are likely to require larger than expected caches in order to achieve
the same hit rates predicted by the traditional Pareto Principle.

4.2 Request (Popularity) Distribution
In examining video popularity, one of our main goals is to ex-

plore the applicability of Zipf-like distribution to VOD requests.
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Figure 14: Fitting the popularity distribution of 3969 videos
that were originally introduced at the launch date of PowerInfo.

Zipf’s law is commonly used as a sound model to capture the dis-
tribution of media accesses. Early in 1994, Dan and Sitaram [10]
considered the distribution of hits on the available videos and chose
Zipf distribution to model video popularity. Wolf and Yu, in 1997,
noticed that in their study that Zipf-like distribution roughly matched
their access pattern, with a varying degrees of skew week by week.
Breslau et al. [5] confirmed this result when analyzing characteris-
tics of webpage request distribution. Later in 2000, Acharya and
Smith [1] showed that Zipf distribution with a fixed parameter α
does not accurately model the video file popularity distribution. In
2002, Cherkasova and Gupta [7] argued that although the distri-
bution of client accesses to media files can be approximated by a
Zipf-like distribution, the time scale plays an important role in this
approximation. Finally, measurements by Gummadi et. al [13]
showed that file downloads on the Kazaa [15] network did not fol-
low the Zipf distribution, and instead proposed a fetch-at-most-once
model.
In this subsection, we set out to determine how accurately Zipf-

like distributions apply to our data and the characteristics of the
varying skew factor. The Zipf-like distribution is defined as

NX
i=1

Pi = 1, Pk =
λ

K1−α
, λ =

1PN
i=1

1
i1−α

(2)

In this formula, N is the number of available movie titles, i is
the index of a movie title in the list of N movies sorted in order
of decreasing popularity, and α is the skew factor. Setting α = 0
corresponds to a so-called pure Zipf distribution, which is highly
skewed. Setting α = 1 corresponds to a uniform distribution. So
Zipf-like distributions model a wide range of skew alternatives. It
is also noteworthy that this distribution, typically used as the basis
for investigations on video server operations, is completely inde-
pendent of the number of users in the system.
In prior work by Gummadi et. al [13], the authors used a log-log

plot to argue that popularity data in VOD systems did not in fact
fit the Zipf distribution. The log-log graph showed that accesses
for both the most and least popular items were lower than those
predicted by Zipf. Instead, they proposed a “fetch-at-most-once”
model to fit existing VOD data from a 1992 video-rental data set.
To verify the applicability of Zipf distribution to our data, we plot
the access frequency of videos in a log-log graph against a Zipf dis-
tribution. The results in Figure 13 show that unlike the 1992 video
rental data set, most of our data fit the Zipf distribution well, with
the exception of a heavy tail of unpopular items. This contradicts

Table 6: Statistic summary of skew factors
N Min. Max. Mean Std. Dev.
209 0.000 0.348 0.199 0.070

Table 7: One-Sample Kolmogorov-Smirnov Test
N 209

Normal Parameters (a,b) Mean 0.199
Std. Dev. 0.070

Most Extreme Differences Absolute 0.037
Positive 0.028
Negative -0.037

Kolmogorov-Smirnov Z 0.531
Asymptotic Significance (2-tailed) 0.940

the “fetch-at-most-once” model, but fits within a video-on-demand
model, where users cannot store streamed movies locally and must
re-fetch the video for repeat viewing.
We speculated that the long tail of low popularity items might be

due to the aging of old videos. To test this hypothesis, we identify
the 3969 videos that were introduced into PowerInfo at the launch
of the system on January 9, 2004. When we plot the log-log graph
of their accesses through our log period in Figure 14, we see that
the result is very similar to the overall data set, and does not confirm
our hypothesis. We performed further analysis by plotting the log-
log graph of all videos introduced after the launch date, and again
the results are similar.
While popularity statistics across the entire log fit Zipf well,

daily segments show Zipf fits with highly variable skew factors, as
shown in Table 6. To determine the characteristics of the constantly-
changing skew factor, we use the Kolmogorov-Smirnov Goodness-
of-Fit Test [6]. The Kolmogorov-Smirnov test is useful in deciding
if a sample comes from a population with a specific distribution,
and it is defined as

Z =
√

N · D, D = max
1≤i≤N

|F (Yi) − i
N

| (3)

Here F is the theoretical cumulative distribution of the distribu-
tion being tested. The Z test statistic is the product of the square
root of the sample size (N ) and the largest absolute difference be-
tween the empirical and theoretical CDFs (D). Also, we calculated
the two-tailed significance level (Asymptotic Significance), testing
the probability that the observed distribution would not deviate sig-
nificantly from the expected distribution in either direction. If the
significance level result is above 0.05, then it was safe for us to
assume that the data tested was not significantly different from the
hypothesized (e.g. normal) distribution.
Using Kolmogorov-Smirnov Goodness-of-Fit, we tested our skew

factor values against different distributions, and found that the nor-
mal distribution matched our data best. As shown in Table 7, the
Asymptotic Significance value (0.940) was well above 0.05, indi-
cating that the normal distribution is a good fit for the skew factors
we observed in fitting Zipf’s law.
Further, the Normal Probability-probability Plot, or Normal P-P

Plot, plots the cumulative proportion of a single numeric variable
against the cumulative proportion expected if the sample were from
a normal distribution. If the sample is from a normal distribution,
the points will cluster around a straight line. This is one method of
assessing whether a variable is normally distributed. As shown in
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Figure 15: Normal P-P Plot of Skew Factor

Table 8: Descriptive statistics of skew factor
Skewness Std. Error Kurtosis Std. Error
-0.253 0.168 0.048 0.335

Figure 15, our data points are well represented by a straight line.
This together with our Kolmogorov-Smirnov result above, shows
that the Zipf’s skew factor is normally distributed in our VOD sys-
tem.
Table 8 also presents the descriptive statistics of all of the 209

skew factors we collected during our analysis. Here, a negative
skewness value means that our data has a long left tail, but it still
can be taken as a symmetrical distribution since the skewness value
is not more than twice its standard error. Meanwhile, the posi-
tive kurtosis indicates that our observations cluster more and have
longer tails than those in the normal distribution.

4.3 Rate of Change in User interest
Our analysis of video popularity shows user interest is spread

widely across a number of videos. We now examine the rate at
which user interest changes, an important design consideration for
VOD system architects. To optimize the performance of VOD sys-
tems, a commonly used approach is to move popular objects around
the network based on the transfer of user interest. So it is essential
to consider how frequently the content in the buffer or peer server
should be refreshed. This subsection analyzes the rate of change
in user interest by examining the videos that make up the top-10,
top-100 and top-200 in accesses for different time periods.
Figures 16, 17 and 18 show the percentage of change in the top

10/100/200 videos over different time scales. From Figure 16, we
see that user interest varies significantly on an hourly basis. The
highest rates of change seem to occur near the morning, when the
rate of change almost reaches 30% in the top 10 videos, and around
50% in the top 100. It is noteworthy that the top 10 is significantly
more stable compared to the top 100, and only changes an average
of 10-20% for most hours of the day. Note that during the most
busy hours from 11AM to midnight, the top-10 list is remarkably
stable. We hypothesize that the increased variance in the top 10
between midnight and 8AM is due to the more varied and unpre-

Figure 16: Rate of change in user interest, as seen over hours
in a single day.

Figure 17: Rate of change in user interest, seen over days in a
single week. Day 1 represents Monday while day 7 represents
Sunday.

dictable access patterns of a smaller user set between those hours.
In general, these results suggest that an adaptive cache that focuses
on storing the top 10 accessed videos will be able to serve the top
80-90% of the most frequently requested videos.
In order to get some idea of how fast users’ interest changes day

by day, we calculate the daily change across the course of a week,
and average those results for all weeks during our log period. The
result shown in Figure 17 shows that the top-10 list fluctuated sig-
nificantly through the week, while the top-100 and top-200 lists
were much more stable with a steady change rate between 12 and
15 percent. The underlying reason for this result is that our system
inserts some new objects into the content server every day, and that
the latest video files usually supplant the current favorites within a
day of being released.
Finally, Figure 18 shows the rate at which the top movies changed

week by week. Here we can draw the same conclusion as from the
daily change pattern. The only difference is that the top-10 list
fluctuates more radically at this time scale. Note that in the top
200 videos on Figure 17 and Figure 18, the rate of change closely
matches the top 100 curve. This suggests that there is likely very
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Figure 18: Rate of change in user interest, seen over weeks
across the log period.

Figure 19: New video files introduced on a daily basis.

little performance gain between caching the top 200 videos and
caching the top 100.
The key implication of these results is that the top 10 and top

100 most popular videos exhibit churn on different time scales. The
top-10 lists exhibits relative stability on an hourly basis, but shows
high churn on a daily or weekly basis. The top 100 videos how-
ever, shows stability over the long term. This suggests a two level
caching model, where a fast but relatively small adaptive cache fo-
cuses on capturing a small number (∼ 10) of the most popular
videos, while a potentially slower but larger secondary cache serves
content based on the second tier of popular videos.

5. UNDERSTANDING POPULARITY
Our analysis has shown that a small number of videos account

for a large proportion of total user accesses. It is unclear whether
this is purely a social phenomenon, or whether it has been influ-
enced by external factors. In this section, we seek to understand
this issue by analyzing data on the introduction of new videos into
the system, and examining the impact of external factors such as
official recommended movie lists or lists of most popular videos.

5.1 Introduction of New Content
Tang[22] introduced a new file introduction process in HP cor-

porate media servers. He argued that the time gap between two

Figure 20: Hourly histogram of when new videos are intro-
duced into the PowerInfo system.

introduction days followed a Pareto distribution. However, the data
in our system shows no such distribution. In fact, new movies are
generally added to system on a daily basis.
While PowerInfo launched in January 2004 with an initial video

library of 3969 videos, our log of new file introductions began on
May 16, 2004. Figure 19 presents the overview of the new file in-
troduction process in our VOD system on a daily level (from May
16th, 2004 to December 22nd, 2004). Note that on some days more
than 30 new files are introduced into the system. In such cases,
those clusters of files are usually TV mini-series movies or car-
toons. From the user interest perspective, multiple episodes of the
same TV mini-series are similar to a single movie, and usually do
not result in the same disruption of user interest as would if the
same number of independent videos were added to the system.
The next logical question we answer is what time of the day is

new content most often introduced. Figure 20 shows a cumula-
tive histogram showing when new videos were introduced into the
system. We see that most new content is introduced during the
morning hours (8AM-10AM), when the system is lightly loaded.
If we revisit our data on the rate of change in user interest shown
in Figure 16, this corresponds to the relatively high rate of change
between 9AM and 11AM. Clearly, the availability of new content
captures users’ attention and requests, thereby changing the distri-
bution of user requests.
These results demonstrate the direct impact new content intro-

duction has on user requests. Correlation to fluctuations in user in-
terest suggests that dynamic caches should be re-calibrated shortly
after a large amount of new content is introduced to the system.
This way, users can quickly adapt to new video popularity patterns
emerging after the integration of new material.

5.2 Impact of Recommendations
To enhance the user experience, the PowerInfo web interface in-

cludes some user-friendly features, including two features. One is
a list of the 15 most popular movies of the month, the top-15 hot
list, with a link to each movie. The other is a list of 20 movies rec-
ommended by the system. Most of these are recent additions to the
system. As our analysis will show, the appearance of movies on
these two lists has a significant impact on their popularity within
the VOD system.
We start our analysis by taking a closer look at the rise and fall

of a typical video in our system, movie 14102. We choose movie
14012 because its history of popularity is quite representative of
most videos in our system. In Figure 21, we plot both its rank
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Figure 21: The “life span” in rank and accesses of an average
movie: 14102.

Figure 22: The “life span” of one of the most popular movies,
116, showing the impact membership on top-15 hot lists.

in terms of video popularity and also its number of user requests
against time. When it is first introduced into the system on June 19,
2004, 14102 became the 7th most popular video in the system. On
the next day, it became the most frequently requested video with
2413 daily accesses. But in the next few days, its popularity rank
decreased rapidly.
We observed that while most videos share a similar burst of pop-

ularity, their ability to maintain popularity is what sets them apart
from each other. While some movies stay consistently popular, oth-
ers exit the limelight quickly, dropping from 1000 daily accesses to
50 in one week.
The effect of the hot movie list can be seen from the life span of

movie 116, shown in Figure 22. This movie is one of the top 5 in
total accesses across our entire log period, and maintains its pop-
ularity ranking in the top 15 for a significant amount of time. But
once 116 dropped out of the ranks of the top 15, it was never able to
recover its popularity, and both accesses and rank dropped signifi-
cantly. What makes the story of movie 116 even more interesting
is the unusual way that it dropped out of the top-15 hot list. We
found out from the system administrator that on day 136 of our log,
he saw movie 116 had been on the top-15 list for several months,
and manually removed it from the top-15 hot list in favor of more
recent popular movies. While the top-15 list is usually generated
monthly by the system, this rare external intervention explains the
drastic change in 116’s popularity.
In another case study, Figure 23 shows the lifetime of movie

#9757. Based on an old Chinese novel, 9757 is an older movie in

Figure 23: The “life span” of an older movie, 9757, showing the
impact of a movie remake rekindling interest.

Figure 24: The impact of membership on the recommendation
list on normalized average daily accesses.

the video library on PowerInfo’s launch date. However, the later re-
lease of a new film based on the same book dramatically increased
interest in this older version, accounting for a dramatic rise in rank-
ing and requests near the end of our log period.
While these individual case studies prove interesting, we need

to further quantify the impact of the recommendation list and the
top-15 hot list on the access popularity of videos. To show this for
each movie, we plot the movie’s average daily access rate while
it is on and off the manager’s recommend list, and plot both as a
normalized ratio of its maximum daily access rate. For example, a
video might reach a maximum daily access rate of 3000 requests
on a particular day. We would calculate the average daily access
rate for all days when it was on the recommend list, and normalize
that against 3000.
In Figure 24, we plot this pair (on/off) of normalized average

daily access (ADA) rates for all videos that have ever appeared
on the recommend list. sorted by its maximum daily access rate.
We observe that the inclusion on the recommend list drastically
increases the average daily access rate, generally by an order of
magnitude or more. Most videos only average less than 5% of
their maximum daily access rate when they are not included in the
recommend list, but can average anywhere from 20% to 90% of
their maximum rate while listed on the recommend list. Clearly, an
external opinion, or perhaps just membership on an “official” list,
can dramatically influence users on their choice of video selections.
This is likely a social phenomenon that applies to movie rental out-
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Figure 25: The impact of membership on the Top-15 list on
normalized average daily accesses.

lets in general, and not specific to the PowerInfo VOD system. We
also note that this impact appears to be independent of the actual
video popularity. Thus we would expect the same relative “burst of
popularity” from recommending a title, regardless of how popular
it was originally.
Next, we use the same technique to analyze the impact of mem-

bership on the top-15 hot list, and show the results in Figure 25.
Note that because the top-15 list is calculated on a monthly basis,
only a small number (< 80) of videos have ever been listed. Be-
cause videos have to sustain their popularity for a month in order
to enter the top-15 list, our sample set only includes highly popular
videos, and the relative impact of membership is less significant. In
contrast, popularity-independent lists like the recommendation list
covers a greater selection of videos, and is likely to achieve greater
impact. Finally, we note that the largest difference between mem-
bership and non-membership occurs for videos with lower popular-
ity, suggesting a scenario where removal from the list resulted in a
significant drop in daily access rates similar to the history of movie
116 as shown in Figure 22.

6. RELATED WORK
Many studies have been carried to analyze the user behaviors in

different media services, including web services, file sharing ser-
vices, media broadcasting services and on-demand video streaming
services.
Due to the lack of a real deployed large-scale VOD streaming

system, previous VOD studies mainly relied on data from video
rentals, small-scale systems or web-based Internet streaming ser-
vices. While studies of web-based video streaming is similar in
scale to a large VOD system, such services were deployed on lower
bandwidth links compared to the broadband connections used in
VOD systems. As observed in [8] and [14], lower bandwidth con-
nections resulted in lower quality of service and impatient users.
Another implication of the lower bandwidth is seen in the relatively
smaller object sizes. Finally, these systems did not provide features
like movie recommendation or top-ranked video lists. These fea-
tures not only make the user experience more enjoyable, but as our
results have shown, also have significant impact on user access pat-
terns. In comparison, we believe our study provides results much
more relevant to the design of future large-scale VOD systems.
The pioneering study on video-on-demand services modeled user

behavior according to a week’s worth of empirical data on video
rentals in various video stores [10]. Later, Griwodz [12] introduced

a model of movies’ long-term life cycle using data from a video
store and movie magazine. Conclusions such as the Zipf assump-
tion from these offline data sets were highly influential.
Acharya [1] presented the analysis of a little more than six months

of trace data from a multicast media on demand (mMOD) system
with a mix of educational and entertainment videos. Its analysis
was based on a smaller system covering only 139 videos, and had
a much larger average request inter-arrival time of 400 seconds.
The sequence of studies in [2], [3] and [9] focused on user be-

havior and data access patterns in video streaming systems. Their
studies included two kinds of video streaming services. The first is
a small scale VOD system named eTeach and BIBS, and include a
small number of files being accessed by a specific group of users:
undergraduate students. The difference in content, size and audi-
ence probably accounts for the difference in results between our
studies. Since our log data provided relatively little information
about specific users, we believe our studies can be viewed as com-
plementary. The second was a study of web-based streaming ser-
vices, which as we described above, are significantly different from
VOD systems.
Cherkasova [7] and Tang [22] explored workload characteristics

based on logs from two internal media servers at Hewlett-Packard.
The servers were limited in delivering company-related content to
employees. We believe the limited choice of topics limit the ap-
plicability of their results on general VOD systems. Finally, these
services only observed a light workload of less than 1 million ses-
sions in 29 months. In contrast to these studies, the system used
to gather our data served more than 150,000 users and 21 million
requests under varying amount of load.
Veloso [23] and Sripanidkulchai [21] characterized live Internet

streaming media workloads. Veloso showed that the object-driven
nature of interactions between users and objects for live stream-
ing is fundamentally different from stored objects. Sripanidkulchai
affirmed the feasibility of application level multicast with enough
resources and nonlethal dynamics.
While most of the above works used media server logs, Mena [17],

Chesire [8] and Guo [14] used different traffic tracing methods to
trace the user accessing data in Internet streaming systems. They
gathered data across multiple sites and multiple media types, but
cannot detect properties specific to a single site or media type.
Gummadi et. al [13] used tracing at the network border of Univ.
of Washington to gather data on multimedia file-sharing in Kazaa,
and extended their results to VOD systems.
Finally, Paxson [18] investigated a number of wide-area TCP ar-

rival processes to determine the error introduced from modeling
them using Poisson processes, and showed that not all network ar-
rivals are well-modeled by Poisson distributions. We show that
even user-initiated session arrivals could not be modeled by pure
Poisson distribution, but instead, by a modified version of it.

7. CONCLUSION
Multimedia streaming has become a dominant factor in today’s

Internet, and Video-on-Demand is one of the most promising killer
applications for the Internet of the future. The lack of data from
deployed VOD systems has limited researchers to relying on as-
sumptions about user behavior and content access patterns. In this
study we tracked, analyzed and modeled user behavior and rele-
vant access patterns in a large scale VOD environment. Our results
show that the timing of user accesses are predictable, but user ar-
rival rates do not match the Poisson distribution. Instead, we pro-
pose a modified version of the Poisson distribution which matches
our empirical data. We also found low but significant inverse corre-
lation between a video’s average session length and its popularity.
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Our analysis showed that video popularity matched the Zipf dis-
tribution better than predicted using the “fetch-at-most-once” model.
In addition, we found change in video popularity was strongly in-
fluenced both by the introduction of new content as well as exter-
nal factors such as recommendation lists and popularity rankings.
Results of our analysis should help VOD system designers make
intelligent decisions about resource allocation and techniques for
performance optimization. Finally, we are working to make our
data set publicly available to researchers worldwide.
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